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Abstract— Nowadays, the success of MPLS is mostly due to university could establish a LSP toward another lab in agroth
the increasing demand for BGP/MPLS VPNs. Even though the country across several transit ASes to transmit large atsoun
need for interdomain LSPs is growing, no ISP today proposes of experimental data, or, interdomain LSPs can be used by

the dynamic establishment of LSPs across AS boundaries. Iinis . . .
paper, we investigate the complexity of establishing endstend ISPs to install remote Point of Presences (POPSs) outside the

interdomain LSPs with QoS guarantees, based on the BGP rouse "€gion of operation, by cooperating with other ISPs [9].
locally available at a router. This paper addresses the problem of interdomain con-

We explain the main issues of relying on BGP for the compu- strained path computation for the establishment of LSPs. We
tation of interdomain constrained paths. To illustrate our point, describe a technique to compute interdomain constrainis pa

we compare two LSP establishment techniques. Our benchmark . distributed based th fi inf ti
technique is centralized and assumes the complete knowleglg In a distributed manner based on the routing Information

of the intradomain topologies. The second path computation available with BGP and, inside each AS, on the topology
technique is decentralized and relies on the BGP routes lottg  distributed by the IGP. This technique is applicable to the
available by each router. Our simulations confirm that the computation of LSPs crossing an arbitrary number of ASes.
difficulty in designing BGP-based interdomain LSP establiement In the short term, we expect that the first motivation for

techniques lies within the trade-off between the scalabily of the . . . . . .
computation technique and the quality of the path found in tems ~ USINY MPLS across _|nterd0ma|r! boundaries will be to provide
of the considered metrics. multi-AS VPN services or to interconnect large telephone
switches in different domains (VoIP traffic). We expect that
. INTRODUCTION those services will initially be deployed between ASes #rat
The initial motivation for introducing Multiprotocol Lalbe directly connected and likely managed by the same company
Switching (MPLS) in the 1990s was the low performancgO].
of IP routers compared to ATM and Frame Relay switches
[1]. MPLS allowed IP networks to use higher bandwidth Il. RELATED WORK
links thanks to the closer integration with ATM or Frame The problem of establishing LSPs inside a network has
Relay. Today’'s routers and switches are very different froattracted a lot of interest during the last five years [11],
those available ten years ago. Due to the improvements[¥2]. Most of the solutions proposed to solve this problem
packet forwarding capabilities, routers are now able tagouhave assumed that the LSPs were established inside a single
normal IP packets at line rates of 10 Gbps and 40 Gbmomain in which the routers were all in the same IGP area.
Today, the main motivation for running an MPLS network i\ consequence of this assumption is that each router knows
to provide MPLS-based services such as BGP/MPLS Virtudde entire network topology. By using the traffic enginegrin
Private Networks (VPNSs) [2] , supporting traffic enginegrinextensions to the IGP [13], [14], the routers may also knaw th
[3] and to allow the network to recover quickly from failuresamount of reserved bandwidth on each link. In this case, the
by using detours or bypass tunnels [4] . layout of the LSPs inside the domain becomes an optimization
Those services are currently used inside large netwon®blem that can be solved by considering various objestive
[5]. Inside a single domain, several techniques can be usseh as load-balancing, protection in case of failure and
to establish Label Switched Paths. Some rely on a specifitnimizing the end-to-end delay.
signalling protocol such as LDP [6] or RSVP-TE [3], others Although many large ISPs are organized as a single IGP
piggyback label information inside route advertisemergs area, some rely on multiple areas. In that case, the problem
with BGP [7]. LDP is used to create best-effort LSPs whileecomes more complex than an optimization problem because
RSVP-TE allows to specify constraints such as bandwidth arrouter knows the complete topology of its own area but has
delay for the establishment of traffic engineered LSPs. a limited view of the topology of the other areas. Estabfighi
Due to the success of MPLS-based services, users of tha§&Ps in this environment can be centralized by using a
services are urging network providers to cooperate in ordeath Computation Element (PCE) [15]. A PCE could collect
to support BGP/MPLS VPN networks between sites attache&dormation distributed by the IGP, in all areas, to compute
to different ASes [8]. This is a common requirement fothe path for LSPs upon request from other routers. The main
large multinational companies with sites spread worldwide limitation of the PCE solution is its scalability as the p&tin
addition to inter-AS VPNs, interdomain LSPs can be used &l inter-area (inter-domain) LSPs must be computed by the
provide various types of services. For example, a lab ingidd?CE. A distributed approach is also possible by allowindheac



Area Border Router to select the egress border router of thdf there are N border routers in the AS, a full mesh of
area. However, in this case the chosen path is not necgssaBIGP sessions corresponds%xgv—_l) iBGP sessions. This
optimal. is a severe scalability problem in networks containing more
Several researchers have proposed extensions to RSVPthah a few tens of border routers. Two solutions have been
to ease the establishment of interdomain LSPs. In [16], v¢oposed to solve this problem : confederations [21] anderou
propose extensions to enable the use of RSVP-TE acregfiectors (RRs) [22]. We do not consider the confederations
AS boundaries for primary and end-to-end backup paths withthis paper as they are not frequently used.
respect to requirements formulated by ISPs [9]. [17] pregos A route reflector is a router that is allowed to re-advertise,
extensions for local link, node and SRLG protection of inteover iBGP sessions, routes that it received over other iBGP
domain LSPs. Protocol extensions have also been proposedeassions. The simplest way of deploying RRs is to replace a
BGP in order to advertise QoS information along with th&ll mesh of iBGP sessions with a single RR. When a single
BGP reachability information [18]. However, no study ha&R is connected to all other BGP routers of the domain, each
been published on the use of these extensions to establisB&P router receives only one route from the RR instead of
QoS constrained LSPs. To our knowledge, the computationtbg N — 1 routes received in the case of a full mesh of iBGP
interdomain paths with QoS and disjointness constraings hgessions.
not been addressed in the literature. The placement of RRs inside a domain might create prob-
lems [23], [24] that can be avoided by following the recom-

[1l. | NTERDOMAIN CONSTRAINED PATH COMPUTATION  Mendations of [25].

AND BGP
IV. PATH COMPUTATION TECHNIQUES

When considering VPN services across domains, the limitedFor the purpose of illustrating the issues in interdomain

topological information available through BGP interdomaiconstrained LSPs computation, this section presents tio al
routes is crucial. BGP is the current interdomain routingative techniques. The first technique relies on the auititiab
protocol [19]. It is a path vector protocol that allows eachf the complete topology at one point in the network. This
domain to define its own routing policies. A router attachegchnique is only applicable when the administrators nugni
to another AS via a peering link establishes an eBGP sessifig different ASes are willing to share topology informatitt
over the peering link with the BGP neighboring router. Thifs an ideal situation that may not occur in practice excephev
eBGP session is used to advertise the routes that are réachgfally between 2 ASes that belong to the same company. We
by each AS. A BGP router advertises its best route to reagBe this technique as a benchmark. It consists of a ceraliz
each destination prefix. When a BGP router receives a rod®proach where the node possessing the intradomain tgpolog
over an eBGP session, it determines whether this route is dfsthe ASes is responsible for the computation of interdomai
best route towards the destination. If so, it advertisesdiée paths. The second approach is applicable in a more general
to the other BGP routers of the AS. This is done by means @mework. It is a decentralized technique where each nade o
iIBGP sessions. the path of the LSP completes the path computation toward the
The routing information distributed by BGP is very diffetendestination based on local routing information. This tégha
from the topology information distributed by IGPs such aig applicable for the establishment of LSPs crossing any
OSPF or IS-IS. BGP is much more scalable than a linkkumber of ASes.
state IGP in that it only distributes reachability informoat The LSPs considered in this paper are subject to end-to-
subject to routing policies that limit the routes annount®d end delay and bandwidth guarantees as well as link and node
neighboring ASes. The price for this scalability is the lacHisjointness constraints.
of information available on the Internet topology [20]. For ) ) )
each prefix, each peer only advertises its best route over B&pCentralized computation witt SPF
sessions. This route is selected based on criterions tleat arA centralized path computation can only be envisaged for
independent of the quality of the route in terms of end-td-e.SPs crossing ASes that belong to the same company as
metrics like delay and reservable bandwidth. ISP topology information is often considered strategichte t
BGP was initially designed assuming a full mesh of iBGRunctioning of ISPs and kept secret. In that case, a Path
sessions between all the border routers of an AS, to excha@@mputation Element (PCE) [15] that centralizes the togplo
the best eBGP routes in the AS and allow each router itformation of both ASes can compute the path of the inter-AS
compute its best route towards any reachable destinatioa. D.SPs.
to this assumption, a BGP router does not advertise, ovePiBG The PCE collects the link state packets advertised by the
sessions, a route received over an iBGP session. If a rou8P in both ASes and thus possesses the complete topology
selects a route received via iBGP as best route, it will nof the two ASes with the TE information, if either I1S-IS TE
advertise routes learned on eBGP sessions inside the AS.0cA©OSPF-TE is used. For the purpose of this paper we assume
a consequence there may be many available interdomain pdtied both delay and reservable bandwidth are distributed by
that are never learned by the routers and thus never usedtfer IGP. Based on this information, the PCE runs a CSPF
packet forwarding. algorithm. It prunes the links with insufficient remaining



reservable bandwidth, runs Dijkstra algorithm with costiste Prefx __NH

>130.104/16 R4
Prefix NH
>130.104/16 R5
\\Z\ms _ 130.104/16 R6

the source of the LSP, if the path respects the delay constrai
For the disjoint path computation, the PCE first prunes thesource:
links and nodes that are on the primary path from the topology '
Then, it runs the computation as for the primary path.

130.104/16

the delay of the links and finally sends the computed path tq1s0-104/i6 R3
130.104/16 R3

B. BGP-based Distributed Path Computation (DPC)
CSPF - Prefix NH

Since it may not be possible or desirable that a single nodej 588 -~ | S R AT e e
knows the complete intradomain topologies of several ASes, 130.104/16 R4 resenable Bandct
we now look at a decentralized constrained path computation
approach. Fig. 1. Distributed Path Computation of a primary LSP

Our Distributed Path Computation technique relies on the
routing information distributed by BGP. Each router uses a
single best BGP route to forward IP packets toward eachwe observe that the path computed with DPC, on figure
distant destination prefix. These routes are stored in it8L0 1, has a larger delay than the CSPF path. This is due to the
Routing Information Base (Loc-RIB). However, a router majmited information available locally for the route seliect.
receive one route toward each prefix from each of its peefthe DPC technique makes a local choice that may not lead
If they pass the import filters, these routes are stored in {{§ the globally optimal path. Another solution would be to
Adj-RIB-Ins. We use these routes to compute our constrainggaluate end-to-end paths through all the NHs availabléfor
paths. As a consequence, the computed paths respect the Beftination, not only through the locally best NH. However,
policies of the ASes that are enforced by the import and éxp@uch exploration grows exponentially with the network size
filters inside the BGP routers. and connectivity [27].

The DPC of a primary LSP is illustrated in figure 1. Inside Moreover, in figure 1, once the primary LSP is established,
the source ASAS1, the source (PE) router selects, from all then end-to-end link and node disjoint path cannot be found. In
routes toward the destination PE present in its Adj-RIB-Ingrder to establish a disjoint path, the nodes that complete t
the route with the Next-Hop (NH) that is reachable throughigackup path, i.e. the ASBRs in our case, need to know the links
path with enough reservable bandwidth and smallest delayd nodes crossed by the primary path. For this purpose, the
This consists in performing a CSPF inside the source Afdes along the primary path can be recorded in the Record
toward all the NHs advertised with the destination prefixhwi Route Object [3]. Then the source of the LSP stores these
the delay as metric. Once the NH4 is selected, the LSP nodes in the eXclude Route Object (XRO) defined in [28]. This
is established toward this NH using RSVP-TE with an ER@bject is used by intermediate nodes to compute path segment
containing the computed constrained path segni&ht- 4.  that avoid the nodes stored in this object. Based on the XRO,
The NH R4, i.e. the egress AS Border Router (ASBRhen the source PE router selects a NH that does not belong to
selects a NH in the neighboring AS from the NHs of the routgge primary LSP and that is reachable with a path segment
to the destination PE, in the local Adj-RIB-Ins. TherefoRe, respecting the delay, bandwidth and disjointness comssrai
evaluates the reservable bandwidth and the delay towatd egR3 in figure 1). However, routei?3 cannot continue the
of these NH,5 and R6. R3 is not evaluated to avoid routing establishment of the disjoint LSP. The two NHs available for
loops. Finally, the ingress ASBIRG, inside the downstream prefix 130.104/16 are already on the path of the primary LSP,
AS AS2, computes the path toward the By running a hence cranckback takes place. A Path Error message is sent
CSPF on the topology of the destination AS. to the PE router. The PE router does not possess any other

We note that if a node needs to complete the path computgate with a NH that has not already been explored. Thus, the
tion but does not have routes in its Adj-RIB-Ins, with NHstthahackup LSP cannot be established.
can be joined by a path segment respecting the constraints,
cranckback takes place [26]. A RSVP Path Error message Simulations
is sent back to the source. An upstream node on the path . . . .

) . . Our simulation environment contains two ASes because of
the previous ASBR in our case, computes an alternative p?ltﬁré first technique. Each AS contains several intercondecte
toward the destination, based on interdomain route adeerti que.

ment toward the PE destination prefix that have not been. trid uters. Eurthermore, the routers in each AS are group(_ed n
Ps as in most networks. A small POP may contain a single

1in this paper, we assume the use of Next-Hop self. A BGP raefaces router while a Iarge POP may be Compose(.j of a few te.ns
the NH of a route by its own IP address before readvertisiegroute inside Of routers. The ASes are interconnected with one peering
the AS. This option is commonly used because it avoids hatdrgdvertise link in each city where both ASes have a POP. To establish
the peering routers of neighboring ASes inside the IGP oftBe However, jytardomain LSPs, we consider the case of inter-AS VPNs
the DPC technique is also applicable if NH-self is not used. .

2|f the PE does not belong to this AS, the ingress ASBR selebtBl &rom where each AS may offer VPNs services toward the POPs of

the routes in its Adj-RIB-Ins. the other AS. For this reason, we attach a Provider Edge (PE)




router to each POP containing more than one router. This BHEull mesh of iBGP sessions in the ASes and no bandwidth
router is connected to two different routers inside the PQBservations associated to the LSPs. We note that all the
for redundancy reasons. We establish a full mesh of trafficimary and backup CSPF LSPs could be established for
engineered LSPs between those PE routers. most of the topologies. Thus, a more elaborate disjoint path
The AS topologies, with link delays and routers groupecbmputation algorithm than CSPF is not necessary. CSPF is a
in POPs, used for this purpose, have been collected by theod approximation of a k-SPF algorithm [30]. However, DPC
rocketfuel project [29]. We assigned a bandwidth of 10 Gbgwuld not always find a feasible path for the backup LSPs. The
to each link. Moreover, each link connecting a PE router tesults of the same simulations but with RRs, instead ofla ful
other routers has a delay set to 1 ms. The same delay of 1 msessh of iBGP sessions, are provided in the bottom left portio
assigned to the inter-AS links that we added to intercontiect of figure 2. Here, we observe that paths could not be found
ASes two by two. A router in each POP is configured as a rotfte most backup LSPs with the DPC technique. This illustate
reflector, all the routers inside the POP are fully meshenhfrathe fact that RRs hide part of the BGP routes to their clients.
an iBGP viewpoint, for optimal intra-POP routing, and the The right part of figure 2 concerns simulations of the estab-
route reflectors themselves are fully-meshed as recommdeniighment of LSPs with bandwidth reservations and with a full
by [25]. iBGP mesh (top) or with RR (bottom) in the ASes. We note
In table I, we find the ASes involved in each topology wittthat some LSPs cannot be established with the CSPF algorithm
the number of nodes as well as the number of intra and intéiie to the limitation on the link capacities in the topolagie
domain links. The last column indicates the number of LSR#d the structure of the rocketfuel topologies themselVks.
to be established. We note that the number of inter-domaiame observation applies to the LSPs computed with DPC.
links varies from 3 to 14 links. The topology, “topo3”, with These figures confirm that RRs have a large impact on the
most inter-domain links does not contain the largest numbgossibility to find alternative paths. The difference betwéhe
of nodes and links. The biggest topologies in terms of linksumber of primary LSPs that could not be established with
and nodes are “topo4” and “topo7”. Not all the ASes could l@SPF and DPC lies in the limited number of routes available
interconnected because they did not all have POPs in comnvath BGP. We performed the same simulations with differ-

locations. ent orderings of the LSPs and observed the same behavior.
Moreover, we did not observe a big difference in the number
Topology ASes Nodes || Links LSPs | of established LSPs when removing the full mesh of iBGP
ASN1 | ASN2 intra | inter || total sessions inside the POPs when using RRs. The difference
topo0 3257 | 3967 281 [ 557 3 ][ 560 828 D o .
topol 1239 | 3967 443 || 1217 5 || 1222 || 1116 | mostly lies in the presence of the RRs inside POPs not in
topo2 3967 | 6461 246 || 577 5| 582 396 |the way iBGP sessions are established in the POP.
;gggi ool ST Bl a2 252 | Figure 3 shows the distribution of the difference in delay
topo5 3257 | 6461 333 || 768 4|l 772 || 506 | between CSPF and DPC LSPs. One curve compares the delay
topo6 1239 | 1755 453 || 1235 6 || 1241 || 1240 | of the primary paths and the other curve compares the delay of
topo? 1239 6461 495 1428| 8| 1436 682 |the packup paths. Positive values indicate that the CSRF pat
TABLE | has a shorter delay than the respective DPC path. Negative
PROPERTIES OF THE COMBINED ROCKETFUEL TOPOLOGIES values occur when the DPC path has a shorter delay than

the CSPF path between the same source and destination. This
figure only shows the LSPs for which both the CSPF and the

To illustrate the techniques described in section 1V, we corDPC paths could be computed. The results of figure 3 concern
pute primary and backup paths with a 100ms delay constraitife establishment of LSPs without/with reservations, oa th
with or without 100Mbps bandwidth reservations. That is, fdeft (right, respectively), on topology “topo4” with RRssitle
each primary path, we compute an end-to-end link and nothe ASes.
disjoint path with the same constraints as for the primatipa First, we observe that there are a large number of LSPs
for protection purposes. The existence of backup pathseid usvith the same delay for the primary CSPF and DPC paths.
as an indication of the diversity of the paths available ® tfThis indicates that most of the paths have the same quality in
centralized and the distributed techniques. dependently from the path computation technique. Mostgpath

Figure 2 shows the number of LSPs that could not mmputed based on the information available with BGP (DPC
established for each topology and each path computati@chnique) have a delay comparable to the paths obtainéd wit
technique. For each topology, the total number of LSPs @SPFEven though the path found by DPC is often of a similar
be established is indicated by a point. The first and thiré baguality than the CSPF path, for large topologies, the former
show the number of primary and, respectively, backup LSksnever found on the first try, i.e. cranckback is used foreve
that could not be established with the CSPF algorithm. Tipath computed by DPQDn the left part of figure 3, we see
second and fourth bars represent the same values for the OR& some CSPF backup paths have a higher delay than their
technique. respective DPC paths (negative values). This behavioftsesu

The top left portion of figure 2 presents the number dfom the lack of information available on the quality of the
LSPs that could not be established for the simulations wiBGP routes and the local search of the DPC technique. The
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Fig. 2. Number of paths that could not be established
DPC algorithm chooses the NH reachable with the smallest V. CONCLUSION

delay. This is a local choice that may not be appropriate to

minimize the end-to-end delay. For the backup path, the NHs

used on the primary path are pruned from the topology. Badye evaluated in this paper the difficulty of establishing

NH choices, in terms of delay, made for the primary patfyterdomain LSPs. We showed that BGP-related limitations

leave better alternatives for the backup path. Thus_, theUpRC 1 aKke the problem of computing constrained end-to-end LSPs

path may eventually follow the same path as the primary CSRficult, namely the topological information hiding andeth

path. unawareness of end-to-end metrics by BGP when choosing its
best route.

In the right part of figure 3, we note that some DPC We iIIu_strated our case by chparing _two different LSP
primary paths may have a shorter delay than the respectﬁ%npf‘tat'on techniques. The first technique, a <_:entral|ze0!
CSPF primary path when LSPs with bandwidth reservatioR§€: iS based on CSPF and assumes that the intradomain
are established. This results from the different distidoupf tOP0logy of the ASes crossed by the LSP is known. The second
the paths on the topologies with both computation techrigudechnique, fully decentralized, relies on the BGP routesent
With CSPF, the links with low delay will be used first. Wherloc@lly in the routers as well as on the topology of the local
there is no bandwidth left on these links, links with highefomain.
delay will be used resulting in a degradation of the end-to- Our simulations show that the decentralized technique is
end delay of the paths. Since DPC may perform bad choiaest able to provide end-to-end link and node disjoint paths
based on local search, links with low delay may not be usedly based on the BGP routes. Moreover, in large topologies,
by the first LSPs to be established. This leaves paths with ldhe establishment of the constrained LSPs with the DPC
delays for following LSPs. The problem of balancing endechnique always requires to cranckback. Thus, designing
to-end delay and bandwidth constrained LSPs inside a sin@i&P-based interdomain LSPs computation techniques with
domain, with the complete knowledge of the topology, id stijuarantees will always face the fundamental trade-off betw
unsolved [27]. Thus, finding a solution to the same problethe scalability of the interdomain path computation and the
for interdomain LSPs is out of reach today. quality of the paths found in terms of the considered metrics
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